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\textbf{Abstract}—One of the most important features for any intelligent ground vehicle is based on how is reliable and complete the perception of the environment and the capability to discriminate what an obstacle is. Obstacle Detection (OD) is one of the most widely discussed topics in literature. Many approaches have been presented for different application fields and scenarios; in last years most of them have been revisited using stereo vision or 2D/3D sensor technologies. In this paper we present a brief survey about Obstacle Detection techniques based on stereo vision for intelligent ground vehicles, describing and comparing the most interesting approaches. In order to provide a generic overview of these techniques, it has been decided to focus the study only on the algorithms that have provided a major contribution through real-time experiments in unsupervised scenarios.

\section{I. INTRODUCTION}
Obstacle detection (OD) is one of the main control system components in autonomous vehicles \cite{1} since a reliable perception of the real world is a key-feature for any obstacle detection system for dynamic environments. In last years, most of the historical approaches in literature have been readjusted in the framework of stereo vision and other 3D perception technologies (e.g. LIDAR) and important results have been provided by several experiments on autonomous ground vehicles (see Fig. 1). In order to achieve a good performance, most of the OD algorithms needs some assumptions about the ground \cite{2} or about the approximated free space on it \cite{3,4,5}.

The obstacle detection field is a very broad one and a lot of obstacle detection systems have been developed in the last years in this domain \cite{6}. An algorithm can be considered reliable and accurate if it provides: a real-time output, a stable and reliable tessellation of the environment, a robust state estimation of the obstacle detected and working regardless of lighting and weather conditions. Stereo vision errors and general performance have been widely discussed in literature \cite{7,8}; Mathies et al. \cite{9} show a practical approach to evaluate the performance of an obstacle detection algorithm.

In this paper we present a brief survey on obstacle detection algorithms based on stereo vision and other 2D/3D sensors. Each obstacle detection system is focused on a specific tessellation or clustering strategy, hence they have been categorized into 4 main models:

1) \textit{probabilistic occupancy map}

\begin{itemize}
\item digital elevation map
\item scene elevation map
\item geometry based segmentation
\end{itemize}

\textbf{II. PROBABILISTIC OCCUPANCY MAP}

The main model of the probabilistic occupancy map is proposed by Elfes \cite{10}: \textit{occupancy grid mapping}. It is one of the most famous approaches in literature.

The world is represented as a rigid grid of cells containing a random variable whose outcome can be free, occupied, or undefined (not mapped). For a proper formalization of the problem, let us consider a regular lattice $D$ of $X_i$. Random Variables with outcomes in a finite set of labels. The Elfes model requires 3 possible states: free, occupied, unknown. Let us call $\Omega$ the Phase Space and $Z_i$ the measurements performed at $t$ time.

The goal consists in computing $P(X,\{Z_r\}_{r=1,...,t})$ the associated joint distribution depending on a set of measurements carried out on a certain discrete set of time moments. Usually some assumptions are made in order to simplify the problem, namely \textit{spatial conditional independence and temporal stochastic independence}.

In order to simplify the notation let us consider $m$ as the random variable associated to a generic cell. The occupancy value of a cell $m$ is determined using a probability density function given measurements $z_t$:

\begin{equation}
 p(m|z_1,\ldots,z_t) \tag{1}
\end{equation}
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\caption{Examples of fully autonomous ground vehicle: (a) BRAiVE- VisLab, University of Parma; (b) Bertha - Daimler; (c) KITI - Karlsruhe Institute of Technology (KIT); (d) Google Car - Stanford Artificial Intelligence Laboratory (SAIL), Stanford University.}
\end{figure}
Equation 1 represents the state of the cell \( m \) given the measurements \( z_1, \ldots, z_l \). Maps can be defined over high-dimensional spaces. Assuming a 2D occupancy grid space and static world, namely the conditional independence among sensor reading given the knowledge of the map, the posterior density function in Equation 1 is reformulated in terms of log-odds as defined by Thrun [11]

\[
p(m_{x,y}|z_t) = 1 - \left[ e^{l(t)} \right]^{-1}
\]

(2)

with

\[
l(t) = \log \frac{p(m_{x,y}|z_t)}{1-p(m_{x,y}|z_t)} = \log \frac{p(m_{x,y})}{1-p(m_{x,y})}
\]

and

\[
l_0 = \log \frac{p(m_{x,y})}{1-p(m_{x,y})}
\]

The log-odds regarding \( p(m_{x,y}|z_t) \) in Equation 2 are recursively estimated through the Bayes rule, updating the cell value in different moments. More details are described in Thrun [11].

Fig. 2 shows the representation of a depth sensor measure in a 2D occupancy grid. Grey cells have unknown occupancy values, white cells are free and black cells are occupied. The main advantages of this method are the following ones: it is easy to construct and it can be as accurate as necessary.

A new set of stochastic occupancy grid models are detailed in Badino et al. [5]. Fig. 3 shows a representation of these probabilistic maps along with the corresponding projections in world coordinates. In this work the authors illustrate an innovative way to map the measurements computed by stereo vision. The disparity map represents the measurement processed by the algorithm to estimate an occupancy grid map. An estimation in world coordinates from the disparity map is implemented according to Equation 3 that is using a projection camera model based on the intrinsic and extrinsic parameters of the cameras.

\[
p_k = P^{-1}(m_k) = \frac{\text{baseline}}{d} \cdot \begin{pmatrix} (u - u_0) \cdot f_u \\ (v - v_0) \cdot f_v \\ f_u \\ f_v \end{pmatrix}
\]

(3)

where \( m_k = (u, v, d)^T \) is a combination of \( u,v \) image coordinates and \( d \) the corresponding disparity computed by stereo, and \( p_k = (x, y, z)^T \) the world point location of the \( m_k \).

Fig. 2. Example of the generation of occupancy grid map

In the Badino’s paper every cell of each grid maintains an occupancy likelihood \( D(i, j) \) regarding the represented world area.

\[
D(i, j) = \sum_{k=1}^{M} L_{ij}(m_k)
\]

(4)

with \( M \) the number of measurements.

Equation 4 shows a definition of the function \( D(i, j) \) where \( L_{ij} \) represents the occupancy likelihood for cell \( (i, j) \) given measurement \( m_k \).

According to the Elfes model (see Equation 1) each occupancy likelihood function has been designed as a Gaussian probability density function \( G_{m_k} \). A different function \( L_{i, j} \) has been defined for each occupancy grid model.

In [5], the authors present 3 occupancy grid maps to tessellate the measurements by stereo:

1) Cartesian grid. The world is represented by a cartesian grid and mapped linearly to a grid of fixed dimensions (see Fig. 3). Let us assume that cell \( (i, j) \) of the cartesian grid is centered at world coordinate \( (x_{ij}, z_{ij}) \). The likelihood function for cell \( (i, j) \) is represented in Equation 5.

\[
L_{ij}(m_k) = G_{m_k}(P(p_{ij} - m_k)), \quad p_{ij} = (x_{ij}, y, z_{ij})^T
\]

(5)

For each point \( p_{ij} \), the \( y \) is the triangulated measurements height obtained with Equation 3. The Gauss factor of the probability density function \( G_{m_k} \) is dependent on the difference between measurement and the reprojected cell position. Thus, the maximum likelihood factor is given to the cell which contains the triangulated measurement (see Fig. 4(a)). In a normal implementation the authors declare that updating every cell of the grid could be time consuming hence not suitable for a real-time application. They suggest to update only the cells significantly affected by the current measurement setting a proper distance threshold (e.g. Mahalanobis distance) between its projections.
2) **Column/Disparity grid.** The cells of the column/disparity grid correspond to discretized values of the \( u \) and \( d \) image coordinates. The occupancy grid criteria is based on mapping the measurements into \((u, d)\) space assuming that a cell \((i, j)\) corresponds to a coordinate \((u_{ij}, d_{ij})\) as shown in Fig. 3. In Equation 6 the likelihood function for the cell \((i, j)\) is represented.

\[
L_{ij}(m_k) = G_{m_k}((u_{ij} - u, 0, d_{ij} - d)^T) \quad (6)
\]

Fig. 4(b) shows an example of the \( L_{ij} \) function. The disappearance of the \( v \) component in the measurement \( m_k \) regarding Equation 6 is due to the projection criteria onto the grid.

3) **Polar grid.** The mapping criteria of the polar occupancy grid is represented by the discretization of the values \((u, z)\) where \( u \) corresponds to the column value in image space and \( z \) is the depth in the world coordinate system. The likelihood function for a generic cell \((i, j)\) is detailed in Equation 7.

\[
L_{ij}(m_k) = G_{m_k}((u_{ij} - u, -f_u \cdot \text{baseline}, z_{ij} - d)^T) \quad (7)
\]

Fig. 4(c) shows an example of the \( L_{ij} \) function. As suggested by the authors, this solution overcomes the problem of the column/disparity approach: the decreasing resolution to distant points. The result can be easily evaluated comparing Fig. 3(b) and 3(c).

When it is possible to make proper assumptions about the road model and the vehicle pose, successful solutions regarding the obstacle segmentation problem have been proposed, in some cases working in image coordinates by using \( v \)-disparity space [12].

Most of the recent obstacle detection algorithms have been developed in the occupancy grid maps framework. Recently one of the major contributions has been given by Badino et al. [13] with the **stixel** representation.

**Stixel tessellation**

The basic concept of this approach is the world representation into a set of rigid clusters called **stixels** by the authors, each obstacle is hence described as a union of these elements. A stixel based obstacle detector requires the following tasks to be performed:

1) a polar occupancy grid mapping of the measurements computed by stereo;
2) background and foreground of disparities using the previous polar grids;
3) height segmentation to estimate the heights of each stixels.

The last task is performed computing an upper boundary on the disparities cost image by means of dynamic programming. This part is detailed in Badino [13].

Real-time results are shown by the authors. They present a reliable obstacle detection algorithm that runs on an Intel Quad Core 3.00 GHz processor in 25ms. An evaluation of the stixel approach is shown in Fig. 5.

**III. DIGITAL ELEVATION MAP**

A **Digital Elevation Map** (DEM) is a height-based representation of the measurements into a map like a cartesian occupancy grid (see Section II). This approach is widely applied mainly for terrain mapping [14]. A DEM can be computed with any 2D or 3D sensor (e.g. stereo vision, LiDAR and radar). Following the DEM-based approach, one of the major contributions for obstacle detection has been proposed by Oniga et al. [4]. The authors present a complete system for road surface estimation and obstacle detection in urban scenarios.
In this work a DEM and two density maps are computed from the set of 3D points to obtain a compact representation with explicit connectivity between adjacent 3D locations. The road surface is fitted using a RANSAC approach to a small patch in front of the ego vehicle. To exploit this representation, the authors also propose an obstacle detection algorithm based on the density of 3D points per DEM cell (as a measure of the local slope). The density-based algorithm for obstacle detection is based on the density of 3D points: each DEM cell is classified as obstacle or road using a slope-based threshold criteria. Qualitative results are illustrated in Fig. 6.

![Fig. 6. An example of Oniga’s DEM-based approach: road (blue), traffic isles (yellow) and obstacles (red).](image)

The authors claim that, due to use of software-specific C optimizations and the DEM representation, an average processing time of 22ms has been achieved for the whole algorithm (on Pentium 4 at 2.6 GHz). Furthermore, with the image acquisition and the dense hardware reconstruction, a sustained processing frame rate of 23 frames/s has been obtained. From the performance point of view, a set of false positive and negative results is also presented.

An important contribution has been brought by Danescu et al. [15], consists in applying the particle filter strategy to perform DEM tracking. The authors define this approach Dynamic DEM.

IV. SCENE FLOW SEGMENTATION

This technique, at first known as optical flow, is based on the temporal correlation to estimate the motion between two frames captured by camera at different times. In literature there are so many papers that show the implementation of an optical flow algorithm for obstacle detection but not many techniques guarantee a real-time processing [16], [17], [18]. Because of recent improvements in 3D reconstruction techniques by stereo, in the last years this approach has evolved into a new one: scene flow estimation.

A notable 3D approach is the so called 6D vision [19], where each 3D point (computed by an FPGA stereo system) is tracked by means of an efficient GPU Optical Flow implementation. An important study has been presented by Lenz et al. [20] where the scene flow estimation is computed by means of a temporal correlation regarding two couples of frames acquired by stereo, this is essentially a visual odometry based approach following Geiger [21]. Qualitative results for the Franke and Lenz approach are shown in corresponding Fig. 7 and 8.

![Fig. 7. Scene flow estimation of 6D vision](image)

In [20] the authors present an algorithm that runs in Matlab processing at least one frame per second on one core of an Intel Core2 Duo with 2.4 GHz and 4 GB RAM computing grayscale images with a resolution of 1392×512 pixels and at least 2000 interest points have been detected for each image. An hybrid approach regarding moving obstacles has been presented by Rabe et al. [22]. This work is also developed in the framework of 6D vision project. The core strategy in this application relies on the principle of fusing optical flow and stereo information given in [19]. The basic idea is hence to track points with depth information determined by stereo vision over two or more consecutive frames and to fuse the spatial and temporal information using Kalman Filters exploiting also an egomotion information. The algorithm is tested on a 3.2 GHz Pentium 4 computing 2000 image points with a cycle time of 40-80ms. Fig. 9 show an example of the approach described.

V. GEOMETRY-BASED CLUSTER

In this generic category it has been decided to present only the solutions in literature that provided real-time results. The strategy that can best describe this category is Manduchi
et al. [1]. In this work, the authors have postulated the first obstacle detection approach for any dimensional model (3D also). Indeed they designed an algorithm based on a search method that clusters the sensors measurements using a double cone model (see Fig. 10).

![Fig. 10. 3-D obstacle search method using double cone that locates ground pixels (brown) and obstacle pixels (blue). The whole set of 3D points is projected on the frontal plane with respect to the camera (in order to simplify computations) then a scanning through the projected points set is performed. For each point, the double cone mask (projected it becomes a double triangle mask) is applied and if any other point is found in the region of interest they and the initial point are classified as an obstacle otherwise the initial point is classified as ground.]

The performance of this approach are widely evaluated in [23]. The authors described their stereo obstacle detection algorithm based on [1] showing the performance elaborated during an intercontinental experiment on their autonomous ground vehicle [24]. A similar approach was also used in PROUD test [25]. In order to achieve real-time processing, the authors have postulated a smart segmentation method along the disparities. The processing times are detailed in the following table:

<table>
<thead>
<tr>
<th>Processing Time [ms]</th>
<th>Intel® Core™ i7 920</th>
<th>Intel® Core™ i7 Quad Q9100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preproc.</td>
<td>2.9</td>
<td>2.9</td>
</tr>
<tr>
<td>DSI</td>
<td>21.5</td>
<td>5.8</td>
</tr>
<tr>
<td>DSI filt.</td>
<td>2.8</td>
<td>2.8</td>
</tr>
<tr>
<td>Obstacle det.</td>
<td>32.1</td>
<td>32.1</td>
</tr>
<tr>
<td>Total</td>
<td>59.3</td>
<td>56.7</td>
</tr>
</tbody>
</table>

![Fig. 11. Some sample outputs of Broggi et al. approach in different scenarios computed at 128 disparities. (a) - (c) a busy motorway in Kiev, (d) - (f) country roads with woods and uphill sections, (g) a deserted mountain motorway in Kazakhstan, (h) a raindrop on the right camera and (h) an upcoming tractor.]

Fig. 11 shows the qualitative results of the Broggi et al. [23].

The above approaches, however, do not exploit completely the 3D information provided by modern stereo matching algorithms and range finder devices. The complex cluster map shows full 3D information using adjacent stack of cells [26], or octrees connected cubes [27], and are able to represent objects at multiple heights located at the same range and azimuth. Full 3D clusters show the great advantage of adequately represent obstacles with non conventional shapes, like concave ones. In [28] the authors designed an obstacles detector to generate a full 3D scene reconstruction to estimate both stationary and moving objects with minimum assumptions about the road, modeling the 3D point cloud, derived from a disparity image, to an accurate voxel reconstruction hence building complex clusters. These data structures contain the geometric and texture information to perform a segmentation following a flood fill approach. A vehicle pose estimation is carried out to determine the obstacles speed and position by means of an egomotion estimation, based on the visual odometry approach introduced in [21]. Through a temporal interpolation of previous 3D voxel reconstructions, the objects above the ground can be easily detected and their velocity and position can be estimated using a Kalman Filter. This algorithm has been for 640×480 pixel images on an Intel Core i7 at 10Hz (DSI=45ms, Voxel clustering and tracking=55ms). Some qualitative results are illustrated in Fig. 12.

VI. CONCLUSIONS

In this paper we presented a brief survey about the real-time approach for obstacle detection, mainly based on stereo vision. A classification of the obstacle detection methods is made in order to explain the different approaches presented in literature in the last years. Each work taken in consideration requires a good level of perception of the environment; dense disparity map and dense scene flow map are shown in works based on stereo.

This work is focused on the discrimination and selection of the OD techniques that gave a real contribution in terms of reliability, real-time processing capability and robustness. The presented approaches have proved effective but also showed some issues. DEM approach [4] and occupancy grid maps [13] are notably efficient but they are not able
to represent concave or floating obstacles if another one is located at the same azimuth and position with different height. On the contrary, approaches based on geometry-based clusters [28] and scene flow segmentation [19, 20] provide a full 3D perception of the obstacles detected but are time-consuming. In terms of the obstacle state estimation each analyzed algorithm provides a reliable assessment combining a generic Kalman Filter and vehicle’s egomotion information.
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