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Abstract— Vision applications in the vehicular technology field
can take big advantages by electronic stabilization of video
sequences since it reduces calibration based feature measurement
and tracking errors. In this paper a new video stabilization
system expressly designed for automotive applications is pre-
sented. Image correction is fast and can be included in real time
applications. The system has been implemented on one of the
vehicles in use at the Department of Information Technology of
the University of Parma and tested in a wide range of cases. A
test using a vision based pedestrian detector is presented as case
study showing promising improvements in detection rate.
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I. INTRODUCTION

Vehicular and automotive vision applications [1] are usu-
ally affected by serious problem related to vibrations and
oscillations transmitted to the camera mainly from the road
and vehicle bumpers. These problems are usually connected
to the tight dependence between camera movements and the
calibration parameters used for measurements. In most cases
- such as obstacle detection, pedestrian detection [2] or
lane detection - some features are extracted from the image
and, using calibration parameters, their position and/or size is
computed in the 3D world. Any moving vehicle is affected
by oscillations. This causes a continuous variation of camera
orientation angles (with respect to a fixed reference system)
that are used for distance computations. The problem becomes
even harder on off-road tracks, where road coarseness causes
larger oscillations. However, during normal driving on urban
roads or on highways, pitch variations are dominant on roll and
yaw. Systems for video stabilization can partially cope with
this problem by compensating camera movements. In order
to achieve this goal, it is necessary to estimate or measure
camera orientation and possibly its position.

II. STATE OF THE ART IN VIDEO STABILIZATION

In the literature several approaches to the video stabilization
problem are available.

Some systems [3] use sensors different from vision to detect
camera movements, such as inertial systems. This type of
stabilizers generates a robust result with a low delay (the
acquired frame is directly stabilized), since the correction to
be applied is measured. The drawback of this approach is the
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cost: inertial measurement systems are not yet suitable for
integration on commercial vehicles, since their cost is about
500 USD and their usage is mainly limited to avionics or
military applications. Other systems [4] use the movement of
a group of lenses in order to obtain an optical stabilization.
This kind of stabilization is particularly good for handheld
cameras but presents some disadvantages in correspondence
to fast movements. The reaction time is limited by physical
factors and cannot be too quick. This approach is suitable for
low cost applications, but integration in industrial optics is
needed.

Vision based systems have also been proposed [5]. Systems
implementing stabilization based on feature correlation across
subsequent frames are also available on the market. Preferred
application fields for these devices are in handheld cameras
and security field. A typical 2-3 frames delay is introduced
and, for external units, resampling noise may be critical for
image analysis.

Automotive applications are critical for feature extraction
methods because the background is continuously changeing
not allowing to use entire features found in a certain frame
for a matching in the subsequent ones. The proposed system
is specifically designed to handle vertical camera movements,
which represent the most common oscillation in the automo-
tive field. In this work a software system for pitch estimation
is proposed. The system can estimate camera pitch variations
extracting a signature from horizontal edges. The signature
is compared to the current mean signature and the pitch
information is extracted. The algorithm is also able to evaluate
if there is not enough information for pitch estimation. This
usually happens when the vehicle is approaching a steep hill
or is steering.

ITII. DATA CHARACTERIZATION

The input image is acquired using a camera mounted on a
vehicle as shown in figure 1.

The stream of frames produced by the camera has a reso-
lution of 320x240 pixels. Each pixel is described by an 8 bit
intensity value. The camera is analog and based on the NTSC
standard (30 fps). Due to vehicle motion, an image sequence
presents three different kinds of transformations.



Fig. 1. The test vehicle with different camera mounting examples: front
camera above the license plate and two cameras on the top of the vehicle.

o Perspective zoom. The image appears to be continuously
zoomed in the motion direction. Far objects get closer
and change their position and size.

e Horizontal movements. If the vehicle is steering, all the
points in the image move in the opposite direction. This
movement is typically horizontal, with some occasional
roll due to bumpers deformation.

o Vertical movements. When the vehicle approaches a hill
or hits a bump all the points in the image move in the
vertical direction.

The main problem that may be observed in image sequences
taken from real roads is due to the presence of road coarseness
(potholes, speed bumpers). These road defects cause oscil-
lations in the camera pitch value. The oscillation amplitude
is also dependent on the vehicle speed bumpers behavior.
Camera calibration is necessary to obtain obstacle distance
measurment using vision. During normal driving, grabbed
images are mainly affected by pitch and roll camera orientation
variations with respect to the original calibration setpoint.
These variations prevent vision algorithm based on calibration
to work correctly. During urban and highway driving it can be
assumed that roll variations are neglectable. Thus the system
developed deals with pitch variations only.

Images must be acquired using fast a shutter time (below
1/200 s) in order to avoid motion blur problems which prevent
the feature extraction process to work.

IV. THE ALGORITHM

The proposed stabilization algorithm scheme is depicted in
figure 2. Specific features are extracted for each frame and
compared to those found in previous frames. If a vertical shift
is detected, its estimation is produced as output; otherwise,
if no correlation is found, such as during a fast steering,
the output is a conventional out-of-range value indicating
the inhibition status. In the following, each algorithm step is
described in detail.

A. Low level processing and horizontal edges extraction

The first step is the application of a simple Sobel operator in
order to extract horizontal edges. A contrast stretching filter

is used to prepare the image to be filtered with the aim of
using a good luminance-equalized source. The average frame
luminance is also computed and used as threshold for the edge
image. Since this is the most time consuming operation, it can
eventually be performed on dedicated hardware such as SVM,
speeding up the processing time for each frame. A reduction
in the amount of computation to be executed in the next steps
is reached by reducing the number of details extracted from
the Sobel filter. An example of the input image is depicted
in figure 3.a, the correspondant edge image is reported in
figure 3.b.

B. Horizontal edges signature

The second step consists of the analysis of a fixed inter-
est area of the frame in order to extract horizontal edges
histogram. The area of interest is as wide as the whole
image; it starts from a 10% from the top of the frame and
stops 10% from the end of the frame. This choice allows
to reduce computational time and improves the final result:
avoiding the processing of the upper and lower areas means
to avoid problems related to fast, vertical-moving objects that
may confuse the algorithm. In the interest area the horizontal
histogram is generated by computing the number of white
pixels in each row. During normal driving, framed object
contours change slowly and smoothly. In correspondence to
an oscillation, this continuity is broken and all features points
move mainly vertically, up or down according to oscillation
direction. A maximum value has been introduced for each
row of the histogram in order to avoid that fast approaching
horizontal structures (such as bridges and underpasses) be
misinterpreted as a feature oscillation requiring stabilization.
In this phase the number of points characterizing the histogram
is also computed analyzing the histogram variations. The
height of the interest area is divided into eight zones and for
each zone histogram variation is computed. When a variation
is bigger than a fixed threshold, the zone is marked as valid
for vertical shift computation. At the end of this step, as
necessary condition for continuing the processing, at least 3
zones must be marked as valid. This is basically a way for
measuring the quantity of information present in the image.
A low information content disables the stabilizer in situations
such as during fast steering where consecutive frames content
is too different for searching for vertical features correlations.
The eight zones are marked with horizontal green lines on the
left hand side of figure 3.b.

C. Shift estimation

Once the histogram data have been collected it is possible
to obtain the vertical offset between the current frame and
the previous one. This operation is performed by finding
the maximum value of the convolution between a reference
histogram (dynamically updated in time) and the current
histogram. The position of this maximum is maintained as
raw shift value and then filtered using shift values obtained
for previous frames.
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Fig. 2. Algorithm processing flowchart.

Fig. 3. Stabilization algorithm processing step. (a) Far infrared input image. (b) Output: blu lines indicate the region of interest, green lines indicate features
detection areas, the intensity histogram related to edge image is depicted on the left-hand side, computed values are reported in the top-left hand side. (c) the

original image translated 6 pixels down (accordingly with the detected shift).

Fig. 4.

Example of significant horizontal component generated by the top of the roof at the end of the road. This kind of features may compromise the

stabilization algorithm behavior since they move vertically during normal driving.

o Spurious variations filter: isolated low amplitude vari-
ations are eliminated since they are usually caused by
image noise or by errors in the reference histogram
update.

e Perspective filter: during normal driving, far details get
closer and behave in different ways according to their
position relative to the vanishing point. Objects with a
significant horizontal structure (such as roofs or under-
passes or bridges), when approached (see figure 4), gener-
ate large and evident peaks in the histogram. These peaks
mainly move up or down in the image according to their
position in the image (over or below the vanishing point).
In order to avoid considering these normal variations as
oscillations to be corrected, a filter that removes this
effect has been introduced.

The filtered shift value can be used, together with calibration
parameters to estimate the new camera pitch value.

D. Reference Horizontal Signature Update

Each histogram needs to be compared with another his-
togram that summarizes the past history. Thus the last algo-
rithm step is to use the new histogram as reference histogram
for the next frame.

When a vehicle is driving through a road slope change, it
can be observed that there is a set of features moving in a
preferred direction without returning back. For example when
driving through the base of an hill, features moves down,
but this oscillation has a non zero mean. This is an intrinsic
weakness of vision based stabilizer, since without an inertial
measurement it is impossible to establish that such oscillation
should be ignored.



Fig. 5. Image from the sequence used for static testing.

100

o /\MH(HH}(
70 ] ]

60
50 g
40
30
20
10
0

\_\
—

=

1 199 317 475 633 791 949 1107 1265 1423 1581 1739

Fig. 6. Result of static testing: this graph shows the vertical position of a
specific feature in the scene versus the frame number for both unstabilized
(blue) and stabilized (red) images. Saturation is clearly visible when oscillation
amplitude exceeds algorithm limits.

In order to allow the system return in the original condition
after this kind of events (even normal oscillation have a non
zero mean due to perspective effect) an appropriate smoothing
factor allows to restore the stabilizer original condition.

This method prevents the reference histogram from progres-
sively drifting from the initial setpoint and restores its original
pixel shift. The speed used to converge to the starting point is
an algorithm parameter.

V. RESULTS AND CONCLUSIONS

The system has been tested on 7 different video sequences
(for over 15.000 frames) acquired from the vehicle in use at
the Department of Information Technology of the University of
Parma. Qualitative results appear to improve the image quality
in several real cases.

The performance result has been quantitatively evaluated
using the following procedure. The vehicle was parked in
a fixed position in front of a reference grid framing images
depicted in figure 5. A video sequence was acquired (named
”jumping on the hood”). The image sequence (200 frames) has

been analyzed offline measuring the position (the vertical pixel
coordinate in the image) of a specific feature of the framed
scene. Test results are depicted in figure 6.

The stabilizer corrects the current acquired frame before
the processing, thus there is no frame delay introduced in the
processing pipeline. The maximum corrected amplitude has
been fixed to 24 pixels (10% of the frame height) in order
to avoid eccessive corrections that determine bad behavior for
algorithms.

The average execution time measured on a 2.8 GHz Pen-
tium 4 class machine, running a 4100 frame sequence, is
4ms. This confirms the system is ready for real time video
applications. The most time consuming operation is the Sobel
filter computation, executed on the whole image. This step can
be accelerated using appropriate hardware (or performed on a
smaller region of interest).

Since the stabilizer has been designed to improve the
robustness of vision systems, a far infrared pedestrian detector
has been used as case study. An infrared video sequence
framing pedestrians acquired from a moving car has been
manually annotated [7] twice (with and without stabilization).
The sequence contained a collection of scenes taken in prox-
imity of holes and bumpers an thus critical due to camera
pitch movement. Statistics on pedestrian detection algorithm
performance has been computed in both cases, obtaining a
5.4% increment in correct detection. The developed systems
seems to be promising for stabilizing image streams coming
from cameras mounted on vehicles. Hardware acceleration of
low level processing steps can heavily improve the execution
speed.
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Fig. 7. Example of improved performance in pedestrian detection matching
due to stabilization...
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