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Abstract—This paper presents the TerraMax vision systems used during the 2007 DARPA Urban Challenge. First, a description of the different vision systems is provided, focusing on their hardware configuration, calibration method, and tasks. Then, each component is described in detail, focusing on the algorithms and sensor fusion opportunities: obstacle detection, road marking detection, and vehicle detection. The conclusions summarize the lessons learned from the developing of the passive sensing suite and its successful fielding in the Urban Challenge.
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I. INTRODUCTION

THE CHALLENGES organized by DARPA are considered some of the most important milestones in the field of vehicular robotics. Not only did DARPA provide a vigorous help in the flourishing of new technological solutions, but the many researchers who accepted these challenges demonstrated that the current technology is indeed mature enough to drive vehicles in off-road and urbanlike environments.

The design and realization of autonomous vehicles capable of handling unknown and dynamic situations involve different aspects, spanning from new technologies to implementation and from concept to hardware issues, challenging many different research fields.

A completely autonomous vehicle needs to perceive the environment, assess the situation and react to it, and finally control the actuators to implement a correct behavior. In other words, the vehicle must have perception, decision, and control capabilities. The DARPA Grand Challenge (particularly the second one in 2005 when five vehicles were able to reach the end of the 130-mi course), the DARPA Urban Challenge, which witnessed the completion of the course by six vehicles, and other public demonstrations such as the PReVENT demonstration at the end of 2007 [1] showed that the control side has already reached an advanced development stage. Some advanced control systems (such as ABS, EBD, and ESP) have, in fact, already reached the market.

Conversely, developing effective and reliable perception and decision systems is definitely more challenging. The perception problem is very complex and even not well defined: a perception system must deal with a high number of different situations and unknown scenarios. Objects in a scene have to be perceived and classified; a cluttered background—typical of an urban environment and, therefore, of a common situation—can lead to misdetections and introduce a high level of noise in the results. Similar considerations also apply to decision systems: to decide on the action to be taken, it is not sufficient to model the vehicle itself, like what happens on the control side, but it is mandatory to model the real world as well; therefore, a huge number of situations must be taken into account.

Different technologies have been tested and implemented on the robotic vehicles that participated in the DARPA Urban Challenge, ranging from conservative products up to completely innovative solutions. Based on the teams’ capabilities, budget, and—most importantly—vision, the various vehicles have tackled the perception problem in different ways.

Team Oshkosh’s vehicle, TerraMax (Fig. 1), was designed to operate with conservative technology so that the integration of the final sensing suite on new vehicles and/or its retrofit to existing vehicles could be straightforward. Furthermore, the choice of using passive technology (sensors not emitting any signal) is generally preferred in the military environment and is also dictated by the will of producing vehicles able to operate in close proximity, namely, in situations in which active sensors may interfere with each other.

The final solution was then to adopt cameras as the main sensing device and develop a 360° sensing suite based on artificial vision. Eleven cameras have been mounted on TerraMax to perceive all possible events around the vehicle that may
need to be considered by the decision system: the presence of obstacles, moving vehicles, lane markings, and horizontal road signs. To improve system robustness, three laser scanners have also been installed—two in the front and one on the back—to complement vision perception. In addition to providing their own information to the decision system, these three LIDARs supply raw data to the vision systems, which perform data fusion to fine tune their final results.

This paper is organized as follows. Section II presents the vision systems and provides details on the architectural and hardware solutions. Section III presents the obstacle detection functionality and shows how it is implemented using the different vision systems. Sections IV and V describe the solutions adopted for lane detection and vehicle detection, respectively. Section VI concludes the paper with a discussion on the lessons learned about the use of a vision system onboard an autonomous vehicle.

II. TERRA MAX VISION SYSTEMS

TerraMax perception is provided by 11 cameras grouped into four different systems, each supplying information about the environment in a specific area around the vehicle. Fig. 2 shows a sketch of the coverage of the vision systems.

A trinocular vision system (orange in Fig. 2) is used to perceive information about the road in front, including lane markings, road borders, and possible obstacles/vehicles on the driving path. Two stereovision systems (purple in Fig. 2) monitor the close proximity of the vehicle’s front and back to locate obstacles and road signs. The precise localization of road signs (lane markings and stop lines) is essential due to the vehicle’s abnormal size. Two monocular vision systems (green in Fig. 2) are used to surveil the sides of the vehicle when approaching intersections; normally off, these two high-resolution cameras start to process images as soon as the vehicle stops at an intersection and look for oncoming traffic in any possible direction (not only orthogonal to the vehicle direction). Finally, two other monocular vision systems (cyan in Fig. 2) keep track of overtaking traffic in adjacent lanes; their output is required when TerraMax needs to change lanes.

The following sections present each single system in detail together with the solution adopted for their calibration, considering that calibration has to be performed on the fly,
in many different places, and without any static calibration environment.

A. Trinocular

The trinocular system has been designed to provide robust obstacle and lane detection capabilities in the long range (7–50 m, with the lower bound determined by the presence of the hood in the cameras’ field of view). Obstacle detection makes it possible to deal with certain kinds of situations that LIDARs can hardly (if at all) handle correctly, such as multiple vehicles queued at crossings, poles, and dust in unpaved areas (which can be perceived as a solid obstacle by these sensors, while stereovision tends to filter it out since it corresponds to a textureless region originating no reliable matches); it also provides additional information on the detected obstacles (such as height) and constitutes a reliable solution even in the case of complete LIDAR sensor failures. Finally, it improves the abilities of the lane detection system by masking image areas corresponding to objects. The lane detection module provides the path planner with a detailed description of the road geometry in front of the vehicle, along with a classification of each detected line (like its color and type).

Cameras are installed behind the upper part of the windshield, looking forward; Huber\(^7\) mounts have been used to fix the cameras to the truck: these mounts allow adjusting the camera orientation with the necessary precision and also provide locking screws to avoid movements caused by vibrations. Myutron\(^8\) 4.2-mm lenses have been chosen because they represent a good tradeoff between having a wide field of view and having a good resolution in the far range.

To provide accurate results, a sufficiently precise camera calibration is needed, and given the long baselines (up to 1.5 m) used in the trinocular system, this task turns out to be quite complex. A \(5 \times 25\) m calibration grid, which is laid on a flat area, as shown in Fig. 4, is used to estimate cameras extrinsic parameters, which are then refined using the available laser data. Camera positioning has been eased by the use of software rectification, which can compensate for small misalignments; nonetheless, performing all the needed measurements and extracting the correct values from the collected data is a non-trivial time-consuming activity, which needs to be performed each time the cameras are serviced, and, as such, must be scheduled properly to avoid making the system unavailable for some time.

B. Stereo

The trinocular system described in Section II-A can only be used for perception at medium to long distances; to extend its detection capabilities, TerraMax includes two stereo systems (one in the front and one in the back), which provide a precise sensing of obstacles and lane markings in the close proximity of the vehicle. The two stereo systems are identical from both the hardware and software standpoints: the four cameras are connected to the same PC, which selects the system to use based on driving direction and speed (forward, backward, or both when the speed is close to 0 km/h). Thanks to wide-angle (fisheye, about 160\(^\circ\)) lenses from Fujinon\(^9\), the sensors gather information on an extended area of the immediate surroundings, which is about \(10 \times 10\) m.

Calibration for the stereo system has to cope with highly distorting cameras used without any knowledge about the intrinsic and extrinsic camera parameters. An analytic approach to calibration would be computationally prohibitive: the equations that are normally used to model sferic lenses become too complex when wide-angle lenses are used. Therefore, an empirical strategy has been used: during an offline preprocessing, a lookup table that allows a fast pixel remapping is generated; namely, each pixel of the distorted image is associated to its corresponding pixel on the undistorted image. Images of a tarp with a grid of painted markers and placed in front of the truck

\(^7\)http://www.hubermounts.com.
\(^8\)http://www.myutron.com/index_e.asp.
\(^9\)http://www.fujinon.com/.
are used to compute the lookup table (see Fig. 5). A manual system to pinpoint all the markers on the source image is used.

C. Lateral

Traffic merge is one of the most challenging situations the Urban Challenge vehicles were asked to deal with: after stopping at an intersection, vehicles are supposed to pull into traffic only when oncoming vehicles leave a gap of at least 10 s.

Assuming that the maximum speed of vehicles in an urban environment is 13 m/s (30 mi/h), it is possible to deduce the minimum detection range needed for traffic merge as 13 m/s · 10 s = 130 m. Such a long distance is far beyond the typical LIDAR detection range; moreover, oncoming vehicles fall outside the field of view of the cameras used by the other vision systems, which cover the areas in front of and behind the vehicle. Hence, a specific vision system has been developed; the constraints to meet were the following:

1) long-distance detection capabilities;
2) different intersection angles;
3) detection of moving oncoming objects with speed estimation.

These constraints led to the choice of high-resolution and wide-field-of-view cameras to cover the several shapes an intersection can have. Cameras are mounted on a bar just in front of the vehicle at a 165-cm height from the ground, pointing 70° away from the truck longitudinal axis, and the field of view provided by the 8-mm optics from Kowa\(^\text{10}\) is 85°.

To convert the position of detected vehicles from pixel to world coordinates, camera calibration is needed because of the mono approach to the problem. The constraint on long-distance detection makes it impossible to use a grid for calibrating the cameras, so the calibration process has been done by centering the TerraMax on an intersection and putting several cones along lateral roads at distances from 0 to 100 m. After acquiring some images of the intersection, the cones on the images have been marked to compute a homographic transformation that allows determining the correspondence between each point of the world with its representation on the image.

D. Rear

The rearview system has been designed to detect vehicles that are approaching the truck from the rear side: the system aim is to provide the data needed to determine if it is safe to change lanes.

The cameras are placed on the top of the cabin, at each side, pointing backward. The two cameras are rotated by 90°, acquiring images in portrait mode: this solution has been adopted because the field of view needs to extend quite far behind the truck, while, laterally, a narrow angle is sufficient to cover the adjacent lanes. Although the cameras are synchronized with the laser scanners, this is not an absolute constraint, since small errors can be tolerated in this phase. The optics used for this system have 4.2-mm focal length.

\(^{10}\)http://cctv.kowa.com/frontend/landing_opto.asp.

III. OBSTACLE DETECTION

During navigation, TerraMax needs to sense the presence of obstacles in its surroundings soon enough to be able to adjust its trajectory to avoid them, whether they are moving or not. Long-range detection capabilities must be coupled with the ability of performing accurate maneuvers, which becomes essential inside crowded parking lots or traffic jams, with a lot of vehicles moving slowly along the lanes. Moreover, the lane detection systems can greatly benefit from a detailed knowledge of the presence and position of obstacles on and along the road.

Such requirements led to the development of the trinocular and stereo obstacle detection systems, which, once coupled together, can provide the needed environment reconstruction.

A. Trinocular

The cameras of the trinocular system are mounted on top of the cabin, with an asymmetrical configuration that generates three possible baselines (i.e., the distances between a pair of cameras). This solution, which was successfully tested during the DARPA Grand Challenge in 2005 [2], provides a substantial degree of flexibility, satisfying the different perception needs that arise during autonomous navigation.

The processing begins with the conversion of the raw Bayer patterned frames acquired by the cameras to subsampled grayscale ones; these images are then rectified for stereo processing, correcting small hardware misalignment of the cameras, so that the corresponding epipolar lines become horizontal, and allowing more precise measurements. A special derivative filter [3]—useful to highlight ground features—is then applied to
the images coming from the largest baseline, and the resulting output is used to compute the so-called v-disparity image [4]. The v-disparity image is then analyzed to estimate the current vehicle pitch, as described in [2]. Fig. 7(b) shows a sample v-disparity image, with the detected ground correlation line highlighted in red, while the computed pitch value (in radians) appears on the top-right corner.

The following step is the selection of one baseline out of the three available to be used for the generation of a disparity space image (DSI): shorter baselines provide less noisy results, which are useful in low-speed maneuvers, while longer ones allow a deeper perception range, thus permitting the detection of obstacles while they are still far away from the vehicle.

DSI computation is carried out using a standard correlation-based approach, with the sum of absolute differences as the associated cost function, which allows very efficient implementations; the matching phase is performed in an incremental fashion, thus becoming independent of the window size [5]. This algorithm has been improved by searching for matches along the epipolar line only for disparity values greater than the one expected for the ground (which varies along the image rows): this approach enhances the quality of the resulting map, with less spurious matches corresponding to disparities below the ground, but increases the overall complexity, since it generates a number of border cases that need to be carefully addressed. The resulting disparity map is shown in Fig. 7(c).

Both the v-disparity image and the DSI are computed by exploiting the parallelization opportunities offered by the target hardware: at a coarse level, input images are split into stripes and processed in parallel by independent threads on different CPU cores, while at a more fine level, the window matching algorithm exploits the available single-instruction–multiple-data capabilities through the use of the MMX and SSE instruction sets, operating on multiple pixels and rows (v-disparity image) or multiple disparity values (DSI) at the same time.

Once the disparity map has been computed, along with the corresponding 3-D world points, obstacle detection can take place. First, most of the elements belonging to the ground are removed, as contiguous pixels laying on the terrain surface have decreasing disparity values when analyzed from the bottom to the top of the image; the remaining pixels are grouped columnwise into layers with similar disparities. One of the limitations of the original obstacle detection algorithm [6] (originally conceived for the DARPA Grand Challenge in 2005 and used as a starting point for the development) was its inability to cope with multiple obstacles appearing in the same image column: in this case, the only detected obstacles was the largest. The use of multiple layers during the grouping process removes this limitation, allowing it to cope with situations like the one depicted in Fig. 8, where a number of queued cars become stacked together by the perspective projection.

The compactness of each group is evaluated to discard elements that are too spread vertically to represent an obstacle; the surviving candidates receive a score proportional to the number of pixels in the group, and the score is increased if it is adjacent to groups with similar disparity. This value is then multiplied by the group average distance from the camera, so that the scores of objects placed in different positions become comparable. At the end of this process, a threshold on the score is applied to select only the elements that represent actual obstacles for the truck.

To improve the system detection rate in poorly textured areas, a data fusion approach has been devised, exploiting information coming from both the cameras and the front LIDARs. The first step consists in filtering LIDAR data to remove the main
ground components; next, for each LIDAR world point, the associated disparity value and image coordinates are computed using sensor calibration. The result is overlaid onto the previously computed DSI, generating a richer starting set for a final flood-fill stage, where these seed values are expanded, merging close pixels with similar disparity values. It should be noted that despite being originated by completely different sensors, seeds can be fused together since, after the respective filtering processes, they provide comparable information: a few points corresponding with a high confidence degree to obstacles. The flood-fill step is performed onto the original (not filtered) DSI using the computed seeds, and the resulting clusters are filtered to remove spurious ones (those too small to represent any obstacle). A final high-level tracker assigns to each detected element ID, age, and speed information.

B. Stereo

As previously described, the trinocular system can only monitor obstacles farther than 7 m, due to the presence of the hood. The vehicle proximity is therefore covered by the stereo system, which was derived from the one described in [7] and improved with LIDAR scan data fusion.

The use of an inverse perspective mapping (IPM)-based technique is justified by the assumption of an almost-flat terrain in the immediate proximity of the vehicle. Obstacle detection is performed in two steps: first, the two images, which were acquired simultaneously, are preprocessed to remove the very high lens distortion and the perspective effect, obtaining an IPM [8] image [depicted in Fig. 9(a) and (b)]; then, the two images are matched, computing the difference, so that any appreciable deviation from the flat-road assumption—which can be considered valid since the area of interest is limited to a maximum of 10 m—is labeled as an obstacle. Thanks to this approach, the system has the following characteristics.

1) It is able to detect any kind of obstacle without a priori defined obstacle classes.
2) It is not based on motion, which usually generates false positives when the vehicle moves.
3) It is robust with respect to shadows on the ground since it performs a comparison between images taken at the very same time and since shadows belong to the road texture.

After the difference between two IPM images has been computed, a Sobel filter is applied to avoid differences resulting from images with different brightness. After this step, data coming from LIDARs are clustered and then overlaid onto the difference image, so that laser reflections in a particular region can boost the difference image and thus help the detection of obstacles. For each pixel above a given threshold, a morphological growing is applied, and then, connected areas appearing in the resulting image are localized and labeled: a progressive number is assigned to each label for further identification. A polar histogram is computed for each region; the reference point used to compute the polar histogram is the projection of the midpoint between the two cameras onto the road plane. These regions produce strong peaks on the polar histogram in correspondence to obstacles; thus, an additional filter can remove regions that do not correspond to obstacles. This filtering is performed considering the width of the histogram for the region of interest, which is computed in correspondence to a given threshold. When a polar histogram features several peaks, different values of width (w1, w2, etc.) are generated. Previously labeled regions are maintained only if the corresponding width is greater than a given threshold.

Data fusion with LIDAR can help provide a correct estimation of obstacle occupancy.

The processing steps are shown in Fig. 9, while some examples results are shown in Fig. 10.

IV. LANE DETECTION

Lane boundary knowledge has been essential to allow the autonomous vehicles to safely navigate the roads of the Urban Challenge. Knowledge about the road structure permits the following:

1) following roads whose a priori knowledge is incomplete (sparse waypoint following);
2) correctly choosing the lane to navigate in, without interfering with traffic in the opposite direction;
Fig. 10. Examples of stereo output. Obstacles are detected in the whole monitored area, and their shape is extracted by means of laser scan data.

3) switching to other lanes to avoid obstacles and during overtaking maneuvers.

The rules of the Urban Challenge [9] are described as follows.

1) There are three possible kinds of lane markings (lines):
   a) double solid yellow lines (coded as SYSY in the results), which are used to mark the edge between adjacent lanes with opposite traffic direction;
   b) (single) solid white lines (SW), which are used to mark road-side boundaries; this line marking was absent in most of the course, substituted by the presence of a curb or a barrier.
   c) dashed white lines (DW), which are used to divide adjacent lanes with same direction of traffic.

2) There are three possible structures for a road segment:
   a) one-way road with two lanes: SW at the sides and DW in the middle;
   b) two-way road with two lanes: SW at the sides and SYSY in the middle;
   c) two-way road with four lanes, two for each traffic direction: SW at the sides, SYSY in the middle, and DW to divide adjacent lanes with same direction of traffic.

A fourth line type, namely, single solid yellow (SY), to be used in replacement of and with the same meaning as double yellow lines, was also utilized to ease the construction of the site visit tracks of the teams involved [10].

A. Trinocular

In designing TerraMax, it was decided to obtain information about the road structure through vision-based lane detection. At the first stage, the task of lane detection was assigned only to the trinocular system, also exploiting color, given the fact that it carries important information. To obtain an extended perception range, during lane detection, the images were processed at full resolution (1024 × 768), obtaining color images through conversion of the Bayer input images. This conversion causes an additional computational cost, which cannot be delegated to the cameras because the system proved to suffer from the increased bandwidth request. Anyway, this problem is mitigated by the fact that lane detection is performed using just one of the three input images.

From the input color image [Fig. 11(a)], two images are initially extracted.

1) A brightness image (gray image). This image is used for white line detection.
2) An image encoding higher values for pixel whose hue is closer to yellow [yellow image, Fig. 11(b)], for yellow
lines detection. Taking the three color components red, green, and blue, in the yellow image, the pixels values are set as

\[
\text{pixValue} = \min\left(K \cdot \frac{\min(R, G)}{\max(B, B_{th})}, 255\right)
\]

(1)

with \(K\) being a constant and \(B_{th}\) being a threshold used to avoid random values caused by noise in shadow regions.

The following low-level processing is then computed in parallel on both images (Fig. 11).

The algorithm looks for patterns eligible to be lane marking sections, i.e., for dark–light–dark [11] (DLD) transitions. To have constant DLD pattern widths, allowing simplifications and computation load benefit, an IPM is applied to the image [Fig. 11(c) and (d)]. To accomplish this task, the instantaneous pitch value obtained previously (Section III-A) is used; it should be noted that, to obtain the pitch value, no parallel lane marking assumption is made, so that cases of diverging lines, as in the example in Fig. 11, can be handled. The IPM in use maps a region that is 25 m wide, with a maximum distance of up to 40 m in a 333 × 120 pixel image; thus, pixels do not represent square regions of the real world. This is made to obtain a tradeoff between DLD pattern intelligibility and computational costs.

DLD transitions for each image row are then extracted11 [Fig. 11(g), (i), and (k)]; to binarize DLD values, the algorithm uses a local threshold, which is proportional to the local brightness. This allows also detecting DLD patterns in shadow regions. The local brightness is estimated as the average value of pixels in a horizontal neighborhood. Note that computing the average of an IPM image corresponds to the average brightness over real-world regions of constant area. To ease the detection of double lines that are particularly close to each other, a dark–light–dark–light–dark (DLDLD) pattern extraction is also performed [Fig. 11(k)].

To delete false DLD patterns generated by objects, which, indeed, are not lying on the ground, a mask, which was created using the output from stereo obstacle detection (Section III-A), is applied at this stage. The resulting data are then clustered in labels [Fig. 11(h), (j), and (l)], discarding too short elements.

The length, position, and orientation of labels are examined to obtain the output road model, joining compatible segments to get candidate lines. Since pixels of the IPM image do not represent square real-world regions, at this stage, label points are converted into real-world coordinates, so that the lengths, curvatures, and orientations of labels become directly usable. The road model is then built in three steps:

1) identification of a dominant line, named mother line [Fig. 12(a), in purple], chosen considering:
   a) length;
   b) reliability (e.g., double lines are considered more reliable);
   c) persistence over time;

2) classification of the remaining segments as possible pieces of other (up to four) distinct lane boundaries, depending on the distance from the mother line;

3) creation of the lines at the side of the mother line and construction of the output model [Fig. 12(b) and (c)], categorizing left (in green) and right (in red) edges of the lane that the vehicle is currently navigating and boundaries of adjacent lanes.

Finally, the introduction of line tracking leads to increased stability and reliability of the results, particularly in the case of dashed lines.

B. Stereo

When Site Visit rules were disclosed, the introduction of 90° short-radius curves (sharp curves) obliged also introducing lane detection from the front stereo system: as can be seen in Fig. 13, only the stereo system allows effective lane detection while navigating sharp curves.

The algorithm used is almost identical to the one already described for the trinocular system; the strongest difference is that both vertical and horizontal DLD patterns are computed [Fig. 14(b)]. In the labeling process [Fig. 14(c)], two adjacent

---

11On the analogy of Sobel naming conventions, these features are considered *vertical*. 

Fig. 12. (a) Categorization of labels based on compatibility with the mother line (plotted in purple): compatible labels at the left (green), right (red), far left (yellow), or far right (cyan) of the mother line. (b) and (c) Final results plotted on the input image and bird’s eye view map. Green: close line at the left. Red: close line at the right. Yellow: far line at the left. SYSY: double solid yellow. SW: (single) solid white.

Fig. 13. Input images at the entrance of a sharp curve. (a) Trinocular input. (b) Front stereo input.
pixels share the same label when either of the following is true.

1) The two pixels are of the same kind (both vertical and horizontal DLD).
2) One of the two pixels corresponds to both a vertical and a horizontal DLD pattern.

Lane detection provided by the stereo system allows TerraMax to perform extremely precise maneuvering. In addition, using an analogous algorithm, the front stereo system performs detection of stop lines, making an accurate and safe approach to an intersection possible. It should be noticed that, given the limited perception range, the stereo system does not permit building a road model with the same reliability as the trinocular system, particularly in the case of sparse dashed lines, when just one short line segment is present in the considered field of view.

V. VEHICLE DETECTION

A. Rear

Overtaking vehicle detection is a task that has widely been approached: see [12] for a recent study. In the rear system, vehicle detection is performed by evaluating the motion of objects in the image. In principle, every object moving on the road with a speed above a threshold and in a certain direction can be classified as an overtaking vehicle. The system monitors vehicles up to 40 m away from the truck and is capable of selecting only those that are approaching, discarding vehicles that are moving in the opposite direction.

The detection algorithm works on IPM images, which are obtained by applying a homographic transform to the original image; the transformed image is then divided into blobs of uniform color, which are used during the tracking phase; a tracker then computes associations between current and past clusters. These associations carry information about object motion of the object in that part of the image, thus providing optical flow [13]–[17] estimation. For each cluster, some parameters are evaluated, like color, aspect ratio, size, position, number of pixels, and center of mass. These data are used by the tracker to determine a similarity measure between clusters, as well as to filter out those that cannot belong to a vehicle: this dramatically reduces the number of elements to track and, therefore, the computational load.

The detection of shadows cast by vehicles on the road is used to validate the previous step results, as described in [18] and [19]. Shadows are easily detectable through the analysis of gray-level gradients and represent the most persistent clusters found by the algorithm: the introduction of shadow detection sensibly increased the algorithm performance.

Obstacles found using the optical flow are then compared with those detected by the LIDAR: since the latter has a much higher precision, the position of obstacles found by vision is refined using the LIDAR data, if available. The fusion algorithm, in fact, does not create nor discard obstacles detected by the vision algorithm: otherwise, false positives or negatives caused by the laser scanner would impact on the vision system performance.

In Fig. 15, an example of the algorithm output is shown: a red mark indicates each detected vehicle. The computational load of the rear system is quite low, and the overall processing requires only 60 ms for each frame pair on the hardware used for the vision system.

B. Lateral

To deal with the large input image size, without overrunning the required time specifications, a hybrid multiresolution processing method has been designed. Two separate processings are applied on both captured images (right and left): the first one analyzes a horizontal slice of the full-resolution image, while the second one operates on a downsampled version of the whole image. Each process is executed independently, and the results are collected and fused together: this way, the computational load is considerably reduced if compared with a single full image processing. This approach provides high resolution on far-away zones, leaving enough time to also check near areas, and because of the independence of the four processes, it is possible to parallelize all of them, thus exploiting the multicore CPU.

The same detection algorithm is run for all the four processes and consists of a background subtraction approach with several additional features, which allow overcoming the problems due to camera vibrations and oscillating objects.

First, a difference image is created from the current frame and a reference image, which was computed as the time-weighted average of the last $N$ frames; this way, vibrations that may affect the result are smoothed. The next step is to apply a threshold to the difference image to identify a set of zones in which movement was localized. All these zones are
used to generate a set of bounding boxes, through a simple histogram-based approach: a vertical histogram of the thresholded difference image is used to create several image slices, corresponding to high histogram values. The upper and lower bounds of the moving object are then searched in each vertical slice by computing a horizontal histogram and keeping the zones between the first and the last rows in which the histogram is high. It is important to notice that the adoption of this simple approach is mandated by the strict time constraints; this is why different approaches like labeling were discarded.

Once the list of moving objects is obtained, each bounding box is used to dynamically regenerate the scene background, an artifact that can be substituted to the reference image, to improve the difference image. The background generation algorithm starts from a black image, and at each iteration (one per acquired frame), the black zones of the background image are updated in the following way: if their corresponding pixels are not hidden by moving objects, they are filled with the pixels of the input image. This iterative process is incremental, but even if it generally takes a limited number of frames (depending on the speed of the vehicles) to complete, it is possible to use the partial generated background by filling the missing parts with the corresponding areas in the reference image. After the detection phase, the system tracks the moving objects and first infers information from the bounding boxes movements over time and then applies filtering policies to them.

The developed tracking system operates in two steps: the motion analysis phase, whose goal is to search for a mapping between the list of previously detected (and tracked) vehicles and the list of the new bounding boxes, and a filtering phase, whose goal is to discard all objects with a motion reckoned incompatible to a vehicle’s one.

The last step of the algorithm is to convert the detected vehicle coordinates from the image to the world: this is done by applying an IPM to the points [20], so the output of the algorithm can be the real position, which is given in meters relative to the TerraMax, of each detected vehicle. However, this step is very critical, due to the high noise sensitivity of the IPM, particularly at long distances.

The algorithm showed a good detection rate during test sessions, particularly with respect to far vehicles; however, some false positives/negatives are present, even if the introduction of the tracking system has drastically reduced their number. As far as time is concerned, the overall system takes less than 100 ms on an Intel Core Duo 2.0-GHz (T2500) processor to process both right and left images in multiresolution mode. Some results are shown in Fig. 16.

VI. CONCLUSION

All the systems have been designed to provide results at a rate of 12.5 Hz, which has proven to be a good tradeoff between the processing time requirements of the various sensors and the planning and actuation constraints imposed by the urban scenario; the clock signal driving all the sensors was produced by the hardware SyncBox described in Section II.

Regarding the trinocular system, the Site Visit preparation helped to identify and solve a problem where highly textured road regions like lane marking borders were incorrectly detected as obstacles. After the Site Visit, LIDAR data integration was improved, and tracking was added to provide more information (namely, a unique ID and speed information for each obstacle) to the path planning system. During the National Qualification Event (NQE), the trinocular obstacle detection correctly identified road blocks such as the horizontal bar with stop signs and was also able to detect multiple vehicles queued before the truck at crossings. Data coming from this system integrated those coming from other sensors and provided a reliable alternative to the LIDAR. Tests also showed that the trinocular system, unlike LIDARs, could detect hanging and small obstacles.

The stereo obstacle detection proved to be robust in spite of the introduction of fisheye lenses, which are needed to cover a wide area in front of and behind the truck. Data fusion with LIDARs was added to the initially vision-only obstacle detector to enhance the algorithm and give to the vision system a higher precision in distance and shape estimation. Some problems were encountered in the case of little miscalibration; thus, an ad hoc filter for removing such kind of noise has been developed; similarly, another filter has been developed to remove some fake obstacles generated by LIDAR scan data, improving the overall performance. After the Site Visit, an ID was given to obstacles to ease the world perception server obstacle association process.

During the NQE and the Final Event (UCFE), the lane detection system allowed the TerraMax vehicle to stay correctly in the lane, also navigating sparse waypoint areas. It should be noted that TerraMax was the only vehicle to effectively use vision for lane boundary detection, while most of the teams used sensors (namely LIDAR) to perceive physical boundaries and map databases for GPS navigation. This has been possible because of the presence of curbs and barriers that physically defined the road boundaries. Furthermore, at the time of the final event, the course area was already well known by participants, easing navigation from maps and GPS. These facts belittled the efforts made by team TerraMax to develop a passive and more general sensor for road boundary detection. For close perception, a lane detection subsystem on the stereo module
was derived from the one implemented for the trinocular system with the difference of sharp-curve detection, which is a specifically developed module to localize very sharp curves (90° curves) that had to be driven during the Site Visit, and stop line detection was developed for the Site Visit and worked very reliably.

The lateral system has proven capable of accurately detecting obstacles up to 130 m and estimate their speed, but despite its performance, the lack of testing opportunities delayed its integration. The very high complexity of the overall sensing suite, as well as the interactions among the various systems, introduced many delays, with the team taking more time than expected to become familiar with the truck behavior. Given the tight schedule, those systems that were considered more critical and necessary to pass the qualifications, like lane detection and frontal obstacle detection, got higher priority, and this meant reaching the UCFE with a lateral system that is still not completely tested. At that point, where every single failure in any qualification test could end team TerraMax’s effort, the system was deemed too risky to be kept running on the truck.

The approach chosen for the rearview system provided good performance since the early development stages, which was further improved by the introduction of shadow detection. The main advantages over LIDAR-based vehicle detection were the ability to handle queued cars and better off-road behavior: in such scenarios, dust clouds behind the truck were often incorrectly detected as obstacles by the LIDAR, while the rearview system did not generate any false positives. Unfortunately, like what happened for the lateral system, the rearview test and integration was delayed to the point that it became unsafe to use it during the NQE and UCFE.
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