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Incorporating daylight and infrared optics offers improved rates of target acquisition.

The detection of pedestrians is an important field of research for commercial, governmental, and military organizations. In particular, the US Army is actively developing obstacle detection for multifunction utility/logistics equipment (MULE) vehicle operations, path following, and intent-based anti-tamper surveillance systems. This article introduces a new optical system for the detection of human shapes from unmanned MULE vehicles on the move.

Locating people against background noise can be a challenging task. For example, pedestrians can assume different poses, wear different clothes, and carry objects that obscure the distinctive human silhouette. These problems are further compounded by camera movements and different lighting conditions in uncontrolled outdoor environments.

To tackle this task, a number of monocular and stereo optical systems have been developed that use visible light (daylight cameras) or far infrared (FIR) wavelengths (7–14µm). In many scenarios, FIR cameras (often called ‘thermal’ cameras) are well suited to initial detection. In other situations, such as sunny and hot environments, targets are harder to pick out from the background, and daylight cameras are a better choice. In addition, daylight cameras provide more detailed images and offer more reliable target verification.

The simultaneous use of two stereo camera systems, one based on visible light (daylight) and the other on FIR wavelengths, have therefore been investigated to exploit the benefits of both technologies.\(^1,2\)

Designed and tested on vehicles as depicted in Figure 1, the system can detect both stationary and moving pedestrians and exploits passive sensors, which detect apparent motion by comparing the change in infrared temperature when, for example, a human passes in front of an infrared source with a different temperature, such as a building.

Figure 1. The system installed on the experimental unmanned vehicle.

At the start of four processing steps, the two stereo systems are used independently to scan the target area. In this phase, different approaches are used to highlight portions of the images that warrant further attention. For example, warm areas are detected on FIR images, the density of edges from FIR and daylight images, and techniques such as disparity space image, among others, further process the initial data.

Stereo-based computation of the scene allows the 3D position of features such as roads, as well as their slope, distance, and size to be measured against the calibration parameters of the system so that features incompatible with the presence of a person (or a small group of people) can be discarded.

In the second step, areas highlighted in the two different spectra are filtered and fused applying symmetry, size, and distance constraints. In the third step, different models and filters are used to evaluate the presence of human shapes, which include neural networks, adaptive boosting, and others.\(^3\)

Results are output to a controller-area network (CAN) or an Internet protocol suite (TCP/IP) network in extensible markup language (XML), or they can be shown through a
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Figure 2. Wireless remote display of the graphical user interface during real-time field tests.

Figure 3. The system was tested in rural and urban areas using this VisLab experimental vehicle.
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